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Insights from previous webinar 



5

Insights from previous webinar  

LLMs are a technological 
milestone with shortcomings

Great understanding of language

LLM achievements

Trained on variety of NLP tasks

Models can be trained for different 

scenarios

Models are adapted to behave like 

humans
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Limited reasoning

LLM shortcomings

Hallucinations

Knowledge cut-offs

Missing sources

Refusals

Insights from previous webinar  

LLMs are a technological 
milestone with shortcomings
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Interacting with LLMs
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Interacting with LLMs

How we interact with LLMs 
(prompting) 

Ad hoc One-shot Multi-shot

Positive and negative 

examples
Context-based

Placeholders and 

Markdown
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Audience poll
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Interacting with LLMs

How we interact with LLMs 
(constraints) 

With memory

Without memory

• Custom instructions

• Recent chat history

Source: ChatGPT
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Source: Onepoint

Interacting with LLMs

Direct interaction

Workflow based 

Agents

Agent ensembles

How we interact with LLMs 
(possibilities) 

Workflow based, agents and agent ensembles are covered in an upcoming TechTalk
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Interacting with LLMs

Direct interaction

Workflow based 

Agents

Agent ensembles

How we interact with LLMs 
(possibilities) 

Ask initial 
question

Answer 
question

Save 
question 

and answer

Get extra 
knowledge 
related to 

questionnaire

Generate 
question

Ask 
question

Evaluate 
confidence 
for advice

Send 
confidence 

to client

Produce 
knowledge 

graph

Produce 
report with 

advice

X

Relational DB

With 
suggestions

Relational DB

Enough questions

Vector DB ChatGPT

ChatGPT

ChatGPT ChatGPT

Needs more 
questions

With 
suggestions

Workflow based, agents and agent ensembles are covered in an upcoming TechTalk

Source: Onepoint
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Interacting with LLMs

How we interact with LLMs 
(possibilities) 

Direct interaction

Workflow based 

Agents

Agent ensembles

Receive 
input

Input is table, 
column and 

excluded rules

Ask LLM 
what to do

Get table 
info

Check SQL 
query

Run SQL 
query

Table info 
with data 

sample

SQL query 
validation

Error due to many 
attempts or some 

unexpected exception

X

Output generated 
validation SQL

Reply OK

Error

Execute SQL 
query

X

Success

Tool 
replies

Tool error

Extract validation type 
and SQL using LLM

Agent

Workflow based, agents and agent ensembles are covered in an upcoming TechTalk

Source: Onepoint
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Interacting with LLMs

How we interact with LLMs 
(possibilities) 

Direct interaction

Workflow based 

Agents

Agent ensembles

Supervisor (Agent)

Regular SQL validator 
(Agent)

Numeric SQL validator 
(Agent)

Field information (Tool)

Source: Onepoint

Workflow based, agents and agent ensembles are covered in an upcoming TechTalk
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Audience insights
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Natural Language Processing
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Natural Language Processing

LLMs as powerful language 
processors

• LLMs trained to be chatbots or follow 

instructions. 

• Both tasks require impressive NLP 

skills.
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NLP skills

Translation

Summarisation

Single or multi-turn dialogue

Zero-shot classification
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Natural Language Processing

LLMs as powerful language 
processors

Source: Gemini standard

• One language to another

• Most LLMs are multilingual, but not 

equally skilled in all languages

Translation
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Natural Language Processing

LLMs as powerful language 
processors

• One language to another

• Great at extracting the essence of text

Summarisation

Source: ChatGPT 4o

Can you please summarize the following text in two 

sentences:

Foundation models (FMs), or large models pretrained on 

massive data then adapted for downstream tasks, have 

emerged as an effective paradigm in modern machine 

learning. The backbone of these FMs are often sequence 

models, operating on arbitrary sequences of inputs from a 

wide variety of domains such as language, images, speech, 

audio, time series, and genomics (Brown et al. 2020; 

Dosovitskiy et al. 2020; Ismail Fawaz et al. 2019; Oord et 

al. 2016; Poli et al. 2023; Sutskever, Vinyals, and Quoc V 

Le 2014). While this concept is agnostic to a particular 

choice of model architecture, modern FMs are 

predominantly based on a single type of sequence model: 

the Transformer (Vaswani et al. 2017) and its core 

attention layer (Bahdanau, Cho, and Bengio 2015) The 

efficacy of self-attention is attributed to its ability to route 

information densely within a context window, allowing it 

to model complex data. However, this property brings 

fundamental drawbacks: an inability to model anything 

outside of a finite window, and quadratic scaling with 

respect to the window length. 

An enormous body of research has appeared on more 

efficient variants of attention to overcome these 

drawbacks (Tay, Dehghani, Bahri, et al. 2022), but often at 

the expense of the very properties that makes it effective. 

As of yet, none of these variants have been shown to be 

empirically effective at scale across domains.

Recently, structured state space sequence models (SSMs) 

(Gu, Goel, and Ré 2022; Gu, Johnson, Goel, et al. 2021) 

have emerged as a promising class of architectures for 

sequence modeling. These model scan be interpreted as a 

combination of recurrent neural networks(RNNs) and 

convolutional neural networks (CNNs), with inspiration 

from classical state space models (Kalman 1960). This 

class of model scan be computed very efficiently as either 

a recurrence or convolution, with linear or near-linear 

scaling in sequence length. Additionally, they have 

principled mechanisms for modeling long-range 

dependencies (Gu, Dao, et al. 2020) in certain data 

modalities, and have dominated benchmarks such as the 

Long Range Arena (Tay, Dehghani, Abnar, et al. 2021). 

Many flavors of SSMs (Gu, Goel, and Ré 2022; Gu, Gupta, 

etal. 2022; Gupta, Gu, and Berant 2022; Y. Li et al. 2023; 

Ma et al. 2023;Orvieto et al. 2023; Smith, Warrington, and 

Linderman 2023) have been successful in domains 

involving continuous signal data such as audio and vision 

(Goel et al. 2022; Nguyen, Goel, et al. 2022; Saon, Gupta, 

and Cui 2023). However, they have been less effective at 

modeling discrete and information-dense data such as 

text.
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• Ask questions and receive replies 

• The model can also have “memory” 

regarding previous questions

Single or multi-turn dialogue

Natural Language Processing

What is the capital of 

India?

It is Delhi

Which are its 

neighbouring states?

Haryana and Uttar 

Pradesh

LLMs as powerful language 
processors

Source: Onepoint
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Natural Language Processing

• Define specific categories in one prompt 

and then ask the model to categorise a 

piece of text according to the presented 

categories

Zero-shot classification

Source: GPT 4o

LLMs as powerful language 
processors
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More NLP skills

Sentiment Analysis

Named entity recognition

Part of Speech (POS) tagging
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Natural Language Processing

• Ask LLMs like Mixtral-8x22B Instruct v0.1 about 

the sentiment of text and they will tell you

Sentiment analysis

Source: https://api.together.ai/playground/chat/mistralai/Mixtral-8x22B-Instruct-v0.1

LLMs as powerful language 
processors

https://api.together.ai/playground/chat/mistralai/Mixtral-8x22B-Instruct-v0.1
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Natural Language Processing

• Define specific categories in one prompt 

and then ask the model to categorise a 

piece of text according to the presented 

categories

Named entity recognition

Source: GPT 4o

LLMs as powerful language 
processors
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Natural Language Processing

• Use of LLMs for POS tagging using 

standard notations

Part of Speech (POS) tagging

Source: https://api.together.ai/playground/chat/meta-llama/Llama-3-70b-chat-hf

LLMs as powerful language 
processors

https://api.together.ai/playground/chat/meta-llama/Llama-3-70b-chat-hf


27

More NLP skills

Keywords extraction

Language generation

Masked language
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Natural Language Processing

• LLMs are also capable of extracting 

keywords from text

Keywords extraction

Source: https://api.together.ai/playground/chat

Source: Gemini standard

LLMs as powerful language 
processors

https://api.together.ai/playground/chat/


29

Natural Language Processing

• LLMs are great at generating text based 

on instructions 

• Emulate different writing styles

Language generation

Source: ChatGPT 4.0

LLMs as powerful language 
processors
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Natural Language Processing

• Filling blanks in text

• A task LLMs excel at, as they were initially 

trained to perform this task

Masked language

Source: https://en.wikipedia.org/wiki/Lord_Kelvin

William Thomson, 1st Baron Kelvin, OM, GCVO, PC, FRS, FRSE (26 June 1824 – 17 

December 1907)[7] was a British mathematician, mathematical physicist and engineer 

______ in Belfast. [8] He was the professor of Natural Philosophy at the ______ of Glasgow 

for 53 years, when he undertook significant research and mathematical analysis of 

electricity, was instrumental in the ______ of the first and second ______ of 

thermodynamics,[9] [10] and contributed significantly to the ______ physics, which was 

then in its infancy of development as an emerging academic ______. He received the Royal 

Society’s Copley Medal in 1883 and served as its president from the 1890 to 1895. In 

1892, he became the first _______ to be elevated to the house of ______. [11]

William Thomson, 1st Baron Kelvin, OM, GCVO, PC, FRS, FRSE (26 June 1824 – 17 

December 1907)[7] was a British mathematician, mathematical physicist and engineer 

_born_ in Belfast. [8] He was the professor of Natural Philosophy at the _university_ of 

Glasgow for 53 years, when he undertook significant research and mathematical analysis 

of electricity, was instrumental in the _formulation_ of the first and second _laws_ of 

thermodynamics,[9] [10] and contributed significantly to the _unifying_ physics, which 

was then in its infancy of development as an emerging academic _discipline_. He received 

the Royal Society’s Copley Medal in 1883 and served as its president from the 1890 to 

1895. In 1892, he became the first _scientist_ to be elevated to the house of _Lords_. [11]

LLMs as powerful language 
processors

https://en.wikipedia.org/wiki/Lord_Kelvin


31

Natural Language Processing

Create prompt to translate, summarise and 

extract main ideas related to competitiveness 

and innovation of a text in German

NLP business use case

Source: https://claude.ai/ Claude Sonnet 3.5 Source: https://claude.ai/ Claude Sonnet 3.5

https://claude.ai/
https://claude.ai/
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Natural Language Processing

Create prompt to categorise questionnaire according to self-defined rules.

NLP use case

Determine how confident you are in terms giving advice to a customer based on a sequence of questions and answers 

that you can find here:

```

{questions_answers}

```

In order to be confident you should know about the difficulties of the customer. You should know about the following:

* the customer's main problem

* have some detailed information about his problem. Just having a high-level sentence on the problem of the customer 

like e.g: "Data Quality" is not enough to be confident.

* you should have also knowledge about what is causing the problem.

* ideally you know more than one cause behind the main problem of the customer. 

* you also need some more background information about the technologies used by the customer to be confident.

• you should also know about the data governance strategies of the customer to be able to have a high degree of 

confidence.

Please use the following classifications to this question about the degree of confidence with which you can give advice:

- "outstanding"

- "high"

- "medium"

- "mediocre"

- "low"

For example, you should report an "outstanding" confidence degree when:

You know the main problem of the customer and the causes well. You also know about data governance aspects related 

to the customer's organisation. 

And you also know the technological landscape of the customer very well.

For example, you should report a "high" confidence degree when:

You know the main problem of the customer and the causes well. You also know about data governance aspects related 

to the customer's organisation. 

The only thing missing is more background information about the technological landscape of the customer.

For example, you should report a "medium" confidence degree when:

You know the main problem of the customer and the causes well.

You miss the background information about the technological landscape of the customer and also about data governance 

in the customer's company.

For example, you should report a "mediocre" confidence degree when:

You know the main problem of the customer and the cause not well. The information about the causes is very limited

You miss the background information about the technological landscape of the customer and also about data governance 

in the customer's company.

For example, you should report a "low" confidence degree when:

You know the main problem of the customer and nothing else. Or you do not even know about the main problem of the 

user.

Source: Onepoint
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Extracting structured data
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Types of data Unstructured data sources

Semi-structured

Structured data sources



35

Used in most databases

Extracting Structured Data

Types of data

Variety of algorithms are 

based on this data

Used to govern the business 

processes of enterprises

Structured data
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Extracting Structured Data

Types of data

Text

• Written by 

humans

• Other sources –

serves logs

Images

• Generated by 

humans

• Other sources –

CCTV cameras

Audio

• Music

• Voice recordings

Video

• Generated by 

humans

• Automated 

sources

Unstructured data sources



37

Extracting Structured Data

Types of data

Sensor data 

• Like temperature

• Data generated by 

planes or cars

Spatial data 

• Location data

• GIS data

Rich media

• 3D models

Semi-structured
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Extracting Structured Data

Using LLMs to extract data from 
text: problem

LLMs have powerful NLP skills which 

allow to extract structured data.
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Source: ChatGPT 4o

Extracting Structured Data

Using LLMs to extract data from 
text: problem

Problem: “classical” LLMs are trained either to 

follow instructions or to act as chatbots. Extracting 

data required writing unreliable parsers
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OpenAI released in June 2023 “Function calling”

• Allows the API callers to specify a data schema for a 

function in your code. 

• The output is formatted as JSON.

• The first models with this feature were gpt-3.5-

turbo-0613 and gpt-4-0613.

Extracting Structured Data

Using LLMs to extract data from 
text: solution

https://platform.openai.com/docs/guides/function-calling
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Extracting Structured Data

Using LLMs to extract data from 
text: solution

Nowadays there are lots of models which support this feature

In terms of open-source models there are more than 220 models which support function calling:

https://huggingface.co/models?other=function+calling&sort=trending 

https://huggingface.co/models?other=function+calling&sort=trending
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Extracting Structured Data

Ontology creation using 
function call: input

Source: ChatGPT 4o

Step 1

Specify message
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Extracting Structured Data

Source: ChatGPT 4o

Step 2

Specify function format

Ontology creation using 
function call: input
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Extracting Structured Data

Ontology creation using 
function call: output

The incoming JSON message will contain 

the specified ontology as function 

arguments which can be fed into a SQL 

database.
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Extracting Structured Data

Source: ChatGPT 40

Database

Ontology creation using 
function call: output
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Live demo 
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Scan the QR code or visit www.onepointltd.com/data-wellness

Embark on your data wellness journey 

with our free tool, powered by generative 

AI and the Onepoint Data & Analytics 

Body of Knowledge

Free AI tool

Explore your data health with 
Onepoint D-Well

http://www.onepointltd.com/data-wellness
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Free AI tool

Onepoint D-Well (Technical concept)

Ask initial 
question

Answer 
question

Save question 
and answer

Get extra 
knowledge 
related to 

questionnaire

Generate 
question

Ask question
Evaluate 

confidence for 
advice

Send 
confidence to 

client

Produce 
knowledge 

graph

Produce 
report with 

advice

X

Relational DB

With 
suggestions

Relational DB

Enough questions

Vector DB
ChatGPT

ChatGPT

ChatGPT ChatGPT

Needs more 
questions

With 
suggestions

Source: Onepoint
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Dark data
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Dark data is the vast amount of information 

that organisations collect, process, and store 

during regular business activities, but fail to 

use for other purposes such as analytics, 

business relationships, or direct monetisation.

Dark data

What is dark data?
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Dark data

What is dark data?

Optimise business processes

It can be used to gain insights to  

Help with anomaly detection

Contain data which might violate privacy laws
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Audience poll
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Dealing with Dark Data requires a multi-step approach.

Dark data

Strategies to deal with dark data

Identify/
Discover

Classify and 
organise

Data 
governance 

policies

Automation

AI/ML

Integrate 
insights

Promote data 
literacy

Planning Technical implementation Training
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Audience insights
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Credits
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stralai/Mixtral-8x22B-Instruct-
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en.wikipedia.org/wiki/Lord_Kelvin

www.perplexity.ai openai.com/index/gpt-4gemini.google.com

claude.ai
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api.together.ai/playground/chat/met
a-llama/Llama-3-70b-chat-hf 

https://api.together.ai/playground/chat/mistralai/Mixtral-8x22B-Instruct-v0.1
https://api.together.ai/playground/chat/mistralai/Mixtral-8x22B-Instruct-v0.1
https://api.together.ai/playground/chat/mistralai/Mixtral-8x22B-Instruct-v0.1
https://en.wikipedia.org/wiki/Lord_Kelvin
https://www.perplexity.ai/
https://openai.com/index/gpt-4
https://gemini.google.com/
https://claude.ai/
https://claude.ai/
https://api.together.ai/playground/chat/meta-llama/Llama-3-70b-chat-hf
https://api.together.ai/playground/chat/meta-llama/Llama-3-70b-chat-hf
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Please feel free to contact Gil Fernandes if you 

have any feedback about the session.

Thank you for joining

Connect on LinkedIn www.linkedin.com/in/gil-palma-fernandes

Find Gil’s Reflections on AI at medium.com/@gil.fernandes

Email at techtalk@onepointltd.com

http://www.linkedin.com/in/gil-palma-fernandes
https://medium.com/@gil.fernandes
mailto:techtalk@onepointltd.com
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Spotlight on dark data 
with AI

Session 3

Tuesday, 27 August 2024 | 11:00 UK | 12:00 CEST 

Fruits
Value creation with LLMs

Our awesome speaker

Scan the QR code or visit onepointltd.com/techtalk/spotlight-on-
dark-data-with-ai/

https://www.onepointltd.com/techtalk/spotlight-on-dark-data-with-ai/
https://www.onepointltd.com/techtalk/spotlight-on-dark-data-with-ai/
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Unleashing the power of 
Large Language Models

Our awesome speaker

Session 4

Tuesday, 17 September 2024 | 11:00 UK | 12:00 CEST 

Part 2 – Workflows and complex interactions

Branches
Unleashing the 
power of Large 
Language Models -
Workflows and 
complex interactions

Scan the QR code or visit onepointltd.com/techtalk/unleashing-
the-power-of-large-language-models-part-2-workflows-and-
complex-interactions/

https://www.onepointltd.com/techtalk/unleashing-the-power-of-large-language-models-part-2-workflows-and-complex-interactions/
https://www.onepointltd.com/techtalk/unleashing-the-power-of-large-language-models-part-2-workflows-and-complex-interactions/
https://www.onepointltd.com/techtalk/unleashing-the-power-of-large-language-models-part-2-workflows-and-complex-interactions/
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onepointltd.com

hello@onepointltd.com

© Copyright 2024. Onepoint Consulting Ltd is a company registered in England. 

Company registration number 5516457. VAT registration number GB866120039. 

ISO27001 certified. Certified in the UK as an ethnic minority-owned business. 

Onepoint is a boutique, 
values-driven, business-
oriented technology 
consultancy.

London  |  Manchester  |  Pune

We architect, prototype, build, and 

manage data and AI powered 

solutions. We partner with global 

clients looking for high-impact, 

enterprise-grade advice and IT 

services to realise their most critical 

digital transformations.
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Description automatically generated

https://www.onepointltd.com/
mailto:hello@onepointltd.com
https://vimeo.com/user109238727
https://www.youtube.com/channel/UCWm_EAK6oi5wcyADyNJgpoQ
https://www.linkedin.com/company/one-point-consulting-limited/
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