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= Audience poll

How are you accessing your documents?

A. In paper format D. Enterprise Content Management Systems (ECMS)
B. In electronic format (e.g. file systems, Google Docs) E. Document Databases (NoSQL, line MongoDB or Graph
C. We use a documentation portal (e.g. Confluence, Databases)

Sharepoint) F. Others

D. We use an Al based tool to chat with our documents

TE bl



Insights from previous webinar

LLMs suited for many scenarios

\?’ E

* Great at avariety of NLP tasks * Limited reasoning

 Converting unstructured data into  Knowledge cut-offs
structured data  Long-term planning

» Tackling the problem of “dark data” » Missing sources

* Learning from context « Hallucinations

 Refusals

https://www.onepointltd.com/techtalk



https://www.onepointltd.com/techtalk/#replay

1. How are you accessing your documents? (Multiple Choice)

In paper format
[

In electronic format (e.g. file systems, Google Docs)
|

We use a documentation portal (e.g. Confluence, Sharepoint)  41%
.

We use an Al based tool to chat with our documents

@ Audience insights

Enterprise Content Management Systems (ECMS)

Document Databases (NoSQL, line MongoDB or Graph Datab...

Other
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What is RAG?




RAG (Basic)

The concept of RAG was introduced in 2021 This paper states that
by this paper:

“Retrieval-Augmented Generation for “For language generation tasks, we find

Knowledge-Intensive NLP Tasks” that RAG models generate more specific,

diverse and factual language than a state-
of-the-art parametric-only seq2seq

baseline.”


https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2005.11401

RAG (Basic)

RAG why?

Do you know the Memory Transformer paper from Mikhail Burtsev ?

LLMs lack recent or specialised

knowledge and cannot answer queries. @) Thought for 11 seconds v

As of my knowledge cutoff in October 2023, | am not aware of a paper titled "Memory Transformer"
authored by Mikhail Burtsev. Mikhail Burtsev is a well-known researcher in the field of artificial
intelligence and neural networks, particularly associated with the Moscow Institute of Physics and

Technology. He has contributed to various areas including dialogue systems and deep learning

architectures.

It's possible that the paper you're referring to was published after my last update or is not widely
disseminated in mainstream academic channels. | recommend checking the latest publications on

academic databases like arXiv or Google Scholar for the most recent work by Mikhail Burtsev.

If you have more details or specific questions about the paper, feel free to share them, and I'll do my

best to assist you.

OO PO

Source: ChatGPT o1-preview
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RAG (Basic)

Retrieval Augmented Generation

Enhance LLM knowledge with
private data and vector databases

<

Involved components O] Vrrzens ey t
embedding
LLM
Embedding model
Vector database ;

Orchestration

Lookup
similar
documents

s

Vector DB

Combine
query with
context

‘ { ‘ Send result {
Query LLM to user O

S

LLM

11



RAG (Basic)

Retrieval Augmented Generation

RAG data needs to be “indexed”, i.e. converted to vectors which have to be generated by the LLM.

Read file Chunk files Clean text Reque§t
embeddings

] S =

Embedding model Vector DB

Write /
Update O
embedding |

12
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RAG

Talk to your documents Search augmentation Customer self-service

Product search HR and Talent Personalised marketing
management



RAG

Problem

You spend extensive time
reviewing documents and

drafting contracts.

Solution

RAG systems can document
databases or contract templates
for precedents, clauses, and
terms and then generate drafts or
provide insights into compliance
and risks. This could be
interesting for legal firms.



RAG

Problem Solution
You want to search using natural RAG systems allow to understand
language using summarisation normal questions, not just

keywords and transform search

Example results by using NLP features, like

1) perplexity

e.g., summarisation, translation, etc.



RAG

Problem Solution

RAG systems allow to ask
guestions in natural language and
to access information in the Wiki

You have a large Wiki for
customer support and want to

make it more easily searchable.
In @ much more natural way, like

when interacting with a well-

iInformed agent.



RAG

Problem

You have a large retail database
and want to allow customers to
search it using natural language
and also to get well informed

answers with suggestions.

Solution

RAG systems allow to ask
guestions in natural language and
to access information in the Wiki
In @ much more natural way, like
when interacting with a well-
iInformed agent.



RAG

Problem

HR teams struggle to match job
requirements with the right
candidates quickly and
accurately.

Solution

RAG systems can retrieve
candidate information (e.g.,
resumes, past performance) and
relevant industry standards to
generate optimised job
descriptions or match candidates

with roles.



RAG

Problem

Generic marketing content lacks
engagement and may not align
with user preferences.

Solution

RAG systems can retrieve
candidate information (e.g.,
resumes, past performance) and
relevant industry standards to
generate optimised job
descriptions or match candidates

with roles.
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Enhancing RAG

Enhancing RAG - Retrieval u.s

Basic RAG retrieval has these basic steps:

User 1. Query

Data store 2. Retrieve

[t
i) 1i] [t

LLM 3. Generate

22



Enhancing RAG

Enhancing RAG - Retrieval cos

We add additional query enhancement:

User 1. Query

.
i

* Check language
* Querydecomposition
e Classify intent

2. Enhance

LLM query * Use history

* |RCot (Interleaved Retrieval
Guided by Chain of Thought

Retrieval

Data store 3. Retrieve

i
i] i

LLM 4. Generate




Enhancing RAG

* You have multiple tasks based on a query. The For example:
first is about detecting the intent of the user's Query: "What is the weather in Tokyo?"
guery.

Intent: weather, confidence: 0.9
* You needtoreturntheintent and the confidence

of the intent detection model. Keywords: Tokyo, weather

*  You also extract keywords from the user's query. Subqueries: What is the temperature in
* You need to return the keywords extracted from Tokyo?, What is the humidity in Tokyo?,
the user's query. Will it rain in Tokyo?

* Finally, you also break down the user's query into

subqueries. Here is the query:

* You need toreturn the subqueries that can the

, {query}
user query can be broken into AHErY



Enhancing RAG

Enhancing RAG - Retrieval s

We can add a secondary data store which is in many cases a knowledge graph:

User 1. Query

.
i

2. Enhance
query

LLM

Data store 3. Retrieve

i
i

* Generate knowledge graph

Enh :
4 a;giceldata 4, Retrieve « Use Hybrid search (vector search +
BM25) with reciprocal rank fusion

25



Enhancing RAG

Enhancing RAG - Retrieval s

We can use a reranker model to filter out parts of the context which are not so relevant:

| User I Enhasr]cf)ercidata 4. Retrieve

LM 2. Enhance Reranker 5 Rerank
query model

« Example:jina-
reranker-v2-base-
multilingual...

26



Enhancing RAG

jina-reranker-v2-base-multilingual

Re-ranker models can be used via API's. Example:

‘ POST v https://api.jina.ai/v1/rerank
Params Authorization ® Headers (10) Body e Scripts Tests Settings
() none () form-data () x-www-form-urlencoded © raw () binary () GraphQL JSON v
2 "model”: "jina-reranker-v2-base-multilingual”,
3 "query": "Organic skincare products for sensitive skin",
4 “Ttep.pt: 3,
5 "documents": [
6 "Organic skincare for sensitive skin with aloe vera and chamomile: Imagine the soothing embrace of nature with our oxrganic skincare range, crafted specific
nourishment and protection. Say goodbye to irritation and hello to a glowing, healthy complexion.",
7 “New makeup trends focus on bold colors and innovative techniques: Step into the world of cutting-edge beauty with this seasons makeup trends. Bold, vibran
highlighters, unleash your creativity and make a statement with every look.",
8 “Bio-Hautpflege fir empfindliche Haut mit Aloe Vera und Kamille: Exrleben Sie die wohltuende Wirkung unserer Bio-Hautpflege, speziell fir empfindliche Haut
auf patirliche Weise. Verabschieden Sie sich von Hautirritationen und genieRen Sie einen strahlenden Teint.",
9 "Neue Make-up-Trends setzen auf kraftige Farben und innovative Techniken: Tauchen Sie ein in die Welt dexr modernen Schénheit mit den neuesten Make-up-Txend
holografischen Highlightern - lassen Sie Ihrer Kreativitat freien Lauf und setzen Sie jedes Mal ein Statement."”,
10 "Cuidado de la piel organico para piel sensible con aloe vera y manzanilla: Descubre el poder de la naturaleza con nuestra linea de cuidado de la piel oxga
una hidratacion y proteccion suave. Despidete de las irritaciones y saluda a una piel radiante y saludable.",
11 "Las nuevas tendencias de maquillaje se centran en colores vivos y técnicas innovadoras: Entra en el fascinante mundo del maquillaje con las tendencias mas
hasta iluminadores holograficos, desata tu creatividad y destaca en cada look.",
12 "HEEALE I IRHNRABIWRETR: ARBEAENFERRIWERNEAF, BOMFERS3 8@, BiEE, FPENONBEASRE. (HENIESIIRE, REE.
13 "FEME ST EEHENERBMEIFREIRIS : FEANMCZARE T, FAENEELENREMEFRIIRITAE, REESIREAELE®E, 8 —NASHE IeRamY, EIEsEh., ",
14 "BUEA D=0 ISR E N RARBEAF V5 TRE: TOIRFEAETI-NOREILUVWAT, BARAOEBEEZRL T30, SEBIAICISRICSEt e A b0 XXy THRR, MIc@L <%
15 "FLOUXA7O LY FREBCHARBEEFNARFICERELTTVET: SV —Xv0XM 77y 7L Fid, KBBABELEFNARFICEALTVWES, 23> TA154F—noh05574 v/
16 ]
17 }

27



Enhancing RAG

Enhancing RAG - Retrieval s

A validation step can be added at the end of this sequence:

| User I Enha:t%iceldata 4. Retrieve

LM 2. Enhance Reranker 5 Rerank
query model

/. Validate




Enhancing RAG

Enhancing RAG - Indexing uos

Basic RAG has these basic steps:

Svst 1. Readfile,
ystem chunk, clean
2. Create
embeddings

Embedding

model

‘ Vector database {

29



Enhancing RAG

Enhancing RAG - Indexing .o

Basic RAG has these basic steps:

. Readfile,
chunk, clean

System

. Create
embeddings

LLM (or library)

Vector database 3. Save

» Use semantic chunking
(chunk where meaning
between sentences change)

» Use hierarchical chunking

30



Enhancing RAG

Enhancing RAG - Indexing cos

Basic RAG has these basic steps:

Svstemn 1. Readfile,
yste chunk, clean

2. Extract
metadata

System

LLM (or library) > g,;esgjdings

Vector database

* Page number,
section

31



Enhancing RAG

You can also generate a knowledge graph to represent the relationship between entities:

Svstem 1. Readfile,

Y chunk, clean

Svstemn 2. Extract

Y metadata
3. Create

LLM (or library) embeddings

LLM

Vector database

Graph storage

. Create

knowledge
graph

. Save

embeddings

. Create KG

« Extractentities
« Extract relationships

 Extract communities



Enhancing RAG

Knowledge graphs allow to extract communities with summaries. You can also store these.

1. Readfile,

System chunk, clean

2. Extract

System metadata

3. Create

LLM (or library) embeddings

4. CreateER

LLM graph

Script

Vector database

Graph storage

Graph storage

. KG

communities

. Save

embeddings

. Create ER

graph

. Store

communities



Agentic RAG




RAG (Basic)

 LLMs have alot of knowledge, but they have knowledge cut offs and have no access to real time data.

 LLM based agents can however overcome these limitation and access real time data.

* Sowe just replace the LLM with an agent.

Involved components

Agent (LLM + tools)

Vector database

Orchestration

<

User sends
request

Convert Lookup Combine
query to similar query with
embedding documents context

Query /
Agent

Embedding model Vector DB Agent

Send result
to user
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Evaluating RAG

Retriever Response generator
This is the component you use for The result of the RAG system is
searching, like the vector being evaluated in this case.

database.



Evaluating RAG

What to evaluate?

@ Chunk files

Vector
database

C——
Retrieval

O

S ————————
Response generation

38



Evaluating RAG

ML evaluation LLM evaluation
Classic machine learning metrics used: e Usesthe LLM to score documents
. Hitrate, MRR, Precision, Recall, F1 based on their relevance and ranking

» Requires for aground truth, i.e. the toagiven question.

creation of a dataset to be available » Does not require the creation of a

dataset.



Evaluating RAG

from ranx 1mport Qrels, Run, evaluate

ML evaluation

grels dict =
"query 1": |

In this case you retrieve two out of 3

"query 2": |

documents correctly and you get } "query_3": |

different scores for different metrics:

grels = Qrels(qrels dict)

Hit rate: 0.667/ runs_dict = {
"query 1":
Precision:; 0.222 "query_2": |

"query 3": 1

Recall: 0.667 }

Mean reciprocal ranking: 0.444 run = Run(runs_dict)




Evaluating RAG

Prompt:
LLM evaluation
First, score each document on an integer scale of O to 2 with the following
meanings:
O =represents that the document is irrelevant to the question and cannot be

* |nthiscase there are no expected used to answer the question.

1 = represents that the document is somewhat relevant to the question and

d ocuments a nd youas k the LLM to contains some information that could be used to answer the question
eva | u ate the resu Itg by re | evance to 2 = represents that the document is highly relevant to the question and must

be used to answer the question.

the question and give a score.

The user will provide the context, consisting of multiple documents wrapped in

g YOLI then ta ke the average Of a” document id tags, for example - <doc_1>, <doc_2>, etc
scored documents Do not provide any code in the result. Provide each score in the following JSON
format:

{"final_scores":[{"id": <doc_#>, "relevance":<integer_score >},..}1}

Source: www.wandb.courses



https://www.wandb.courses/

Evaluating RAG

Evaluation based on NLP metrics

Classic NLP text comparison metrics:

« Similarity ratio, Levenshtein ratio,
ROUGE-L F1 score, BLEU score.

Note: this type of metrics does not
evaluate semantics and are sometimes
hard to interpret.



Evaluating RAG

LLM as response judge

Uses the LLM to score documents
based on their relevance to a given
guestion.

Does not require the creation of a
dataset.

Criteria to evaluate:
e Correctness
 Relevancy

 Factfullness



Evaluating RAG

Human evaluation

 Having a human team evaluating the
results is also a very good, but costly

strategy.

* You can have adirect or pair-wise

evaluation of the answers.



Evaluating RAG

NLP metrics

In this case we compare two responses
and get numeric scores:

Similarity ratio: 0.263
Levenshtein ratio: 0.397

Rouge score: 0.295
Bleu score: 0.084

Text 1:

In Python programming, we can enhance error handling by directing output
to the standard error stream. This is achieved by using the “print()’ function
with the keyword argument “file=sys.stderr’. Implementing this approach
ensures that error messages are appropriately separated from standard
output, contributing to more robust and reliable applications.

Text 2:
In Python, you can use the print() function to print to stderr by passing the
value file=sys.stderr as a keyword argument.



Evaluating RAG

LLM evaluation

You can evaluate multiple criteria like:
 Correctness

* Relevance

* Factuality

The input in this case will be:

 Query

 Reference Answer

* Answer to be scored

LLM not deterministic, so score multiple times
and use averages

Prompt:

You are tasked with judging the correctness of a generated answer based on the user's question and
areference answer.

You will be given the following information:
1. question
2. reference answer

3. agent answer

Important Instruction: To evaluate the generated answer, follow these steps:

1. Intent Analysis: Consider the underlying intent of the question.

2. Relevance: Check if the generated answer addresses all aspects of the question.

3. Accuracy: Compare the generated answer to the reference for completeness and correctness.

4. Trustworthiness: Measure how trustworthy the generated answer is compared to the reference.

Assign a score on an integer scale of O to 2 with the following meanings:

- 0 = The generated answer is incorrect and does not satisfy any criteria.

- 1 = The generated answer is partially correct, contains mistakes, or is not factually correct.

- 2 = The generated answer is correct, thoroughly answers the question, contains no mistakes, and is
factually consistent with the reference answer.

Source: www.wandb.courses
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GraphRAG

Not good for global questions

Basic RAG performs a local topic
search, so it will address well-localised

questions, but not more “global”

qguestions, like e.g.:
“What are the main topics in this
book?”

« “What are we dealing with in this
dataset?”

No top to bottom answers

Basic RAG tends to give direct
answers without touching the

overarching topic.
If you want answers constructed

based on main topics that dive into
the specifics, Basic RAG will not be

suited.



GraphRAG

Specific answers

* The answers do often not touch
related topics.

* So,if you ask a question about tents,
it will retrieve text about tents, but
overarching topics like “camping”,
“holidays”, and “travel” are probably
not mentioned.



GraphRAG

GraphRAG by Microsoft addresses the problem
of generic questions that normal RAG does not
address well.

It uses the output of a Knowledge Graph based
on a text corpus to create a much better search
experience.

It also supports different ways of performing
RAG queries.

GraphRAG search operates in two modes

Global search

L ocal search



GraphRAG

What is GraphRAG?

MATCH p=()-[r:HAS_FINDING]->() RETURN p LIMIT 25

MATCH p=()-[r:IN_COMMUNITY]->() RETURN p LIMIT 25

DataOps

IN_COMMUNITY

Security
In...

Al
Security
Da...

Pipeline:

DataOps
Pipeline:

51



GraphRAG

What is GraphRAG?

MATCH p=()-[r:RELATED]->() RETURN p LIMIT 100

TAOPS

FORMAT
VALID...

CONSIS...

RELATED

DATAOPS

52



GraphRAG

Global search

User asks

question

Use entities, community,
summaries, eventually
conversation history

Build
context

C

Ba
on

tch |

text

Context is batched to avoid
violating the site of context

window

Loop
batches

Query LLM
with

content of
each batch

LLM

Receive a list of key points
(reports) responding to the
user question with scores

Filter best

key points

Generate a response of the target length and
format that responds to the user’s question,
summarise all the reports from multiple analysts
who focused on different parts of the dataset

Generate

response Send

response to
user

based on
filtered
reports

LLM

53



GraphRAG

| ocal search

User asks

question

Select
entities
based on

query

Vector
DB

For each
selected entity

Extract
community
summaries

For each selected entity in
and out of network
relationships and rank them

Extract

relationships

For each
selected entity

Extract
claims

Includes reports,
entities,
relationships,
claims, sources

Fetch all

relevant
sources

Query LLM

LLM

Send

response to
user

54



GraphRAG

Prompt generator

« GraphRAGcan also beused to
generate questions based on a
history of queries.

 GraphRAG question generation
happens in local mode

Global (@ Local
Global search query

What are the main recommendations about Al Safety?

Questions

- What are the key components of effective Al defenses against various types of Al attacks?

- How does model security contribute to the overall integrity and reliability of Al systems?

- In what ways does data integrity play a crucial role in safeguarding Al systems from unauthorized manipulations?
- What are the implications of Al attacks in critical domains such as healthcare and transportation?

- How do architecture security measures enhance the robustness of Al systems against potential threats?

Recommendations for Al Safety

Ensuring the safety and security of Al systems is paramount, especially as these technologies become increasingly integrated into
critical domains such as healthcare, transportation, and surveillance. The following recommendations highlight key strategies for
enhancing Al safety based on the data provided.




GraphRAG

Prompt generator for knowledge graph

GraphRAG can also be used to
generate questions based on a
history of queries.

GraphRAG question generation
happens in local mode

community.report prompt:

You are an expert in Data Management and Security. You are skilled at analysing
complex data structures, understanding security protocols, and identifying the
interrelations within digital communities. You are adept at helping people navigate the
intricacies of data governance, ensuring secure data practices, and mapping out the
structure and relationships within the Data Management and Security domain.

# GoalWrite a comprehensive assessment report of a community taking on the role of a
Data Governance and Security Analyst

summarise_descriptions prompt:

You are an expert in Data Management and Security. You are skilled at analysing
complex data structures, understanding security protocols, and identifying the
interrelations within digital communities. You are adept at helping people navigate the
intricacies of data governance, ensuring secure data practices, and mapping out the
structure and relationships within the Data Management and Security domain.

Using your expertise, you're asked to generate a comprehensive summary of the data
provided below.



RAG (Basic)

GraphRAG index workflow

GraphRAG creates a knowledge graph and also indexes part of its content in a vector database.

O Read files Create chunks .
Store entities,

Hierarchical Relationships,

commgnlty . claims, community
detection (Leiden) summaries

different
storages

extraction augmentation summarisation

Graph Graph Community Store KGin O

@ Vector cache

KB storage

57
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= Audience poll

In which areas would your company profit from information retrieval?




Incorporating knowledge into LLMs

 RAG is efficient to extend the knowledge of an These are the main options to incorporate
LLM, but the knowledge is kept outside of the external knowledge in LLMs:
LLM in a different system.

» The mainideais to have the external knowledge Model fine tuning
to be part of the LLM itself.

Long context models

Memory transformer



Incorporating knowledge into LLMs

Model fine tuning requires creating your own dataset and fine
tuning the weights of the upper layers of the model on this dataset.

* |ntegrates the external knowledge * Requires fine tuning which is

successfully into the fine-tuned model resource intensive
 Onevery update of the knowledge

base, you have to fine tune again
* Slow toupdate



Incorporating knowledge into LLMs

Models with a very large context window, which can
have millions of tokens.

 Models have a huge context window * Expensive to use
(e.g Gemini Pro 1.5 with 2 million) and « Copyinglarge contexts on every
can process in one go lots of information request is potentially slow.

« Lots of redundancy on specific
guestions
* Risks confusion on answering



Incorporating knowledge into LLMs

The main idea is about reading and memorising data at inference time without training the model or creating
large context windows. The retrieval mechanism for the relevant facts is internal to the model.

 Model memory easy to update * Fairly new and untested
* Retrieval internal to the model, * You will need to run the model yourself

so really fast
« Abletoretrieve the memories

which the model found useful



Incorporating knowledge into LLMs

This is how the extended mind transformer operates

Memory injection

» After instantiating the model, you
iIndex your knowledge base.

* You inject the memories as tokens
directly into the model.



Incorporating knowledge into LLMs

Extended mind transformer examples o

[ ] from transformers import AutoModelForCausallM, AutoTokenizer

MODEL = "normalcomputing/extended-mind-llama-2-7b-chat”
tokenizer = AutoTokenizer.from pretrained(MODEL)
model = AutoModelForCausallLM.from pretrained(MODEL, trust remote code=True).to(device)

/usr/local/lib/python3.1@0/dist-packages/huggingface hub/utils/ token.py:89: UserWarning:
The secret "HF_TOKEN™ does not exist in your Colab secrets.
To authenticate with the Hugging Face Hub, create a token in your settings tab (https://huggingface.co/settings/tokens),

You will be able to reuse this secret in all of your notebooks.
Please note that authentication 1s recommended but still optional to access public models or datasets.

warnings.warn(

pytorch_model.bin.index.json: 100% [ 23.9k/23.9k [00:00<00:00, 1.89MB/s]
Downloading shards: 100% [ 3/3 [08:57<00:00, 172.64sit]

[4)

Employees should not display tattoos that could cause offence and employees who are
client/customer-facing, or in specific roles, may be asked to cover up tattoos."™"

[ ] memories = tokenizer(about onepoint_entry).input_ids
model.memory ids = memories

65



Incorporating knowledge into LLMs

Extended mind transformer examples o

v |Inference

[ ] def generate inputs(query: str) -> torch.Tensor:
inputs = tokenizer(query, return_tensors="pt").input_ids
return inputs

[ ] def execute model(inp: str, max_length: int = 100) -> str:
inputs = generate_inputs(inp)
outputs = model.generate(inputs.to(device), max_length=max_length, topk=2, output retrieved memory idx=True, output_attentions=True, return_dict _in_generate=True,)
return tokenizer.decode(outputs[ 'sequences’'][@], skip special tokens=True), outputs

o print(execute_model("What kind of company is Onepoint Consulting?"[@], 1000))

=+ What kind of company is Onepoint Consulting?
Onepoint Consulting is an enterprise architecture consulting company that provides services to organizations looking to improve their IT

Onepoint Consulting is a niche consulting company that specializes in enterprise architecture consulting. They work with organizations to
Onepoint Consulting has a horizontal management structure, which means that major and strategic decisions regarding human resources, busi

Overall, Onepoint Consulting is a specialized consulting company that helps organizations navigate the complex world of enterprise archit
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Incorporating knowledge into LLMs

This is how the extended mind transformer operates

Inference

Lookup Injection into attention layers

 Theinputtokens are used to  Theretrieved memories are applied
perform a lookup in the internal on each attention block of the
memories using cosine similarity (a decoder layer of the transformer,
distance measurement). affecting the output

* Thisretrieves arepresentation of
the memories closest to the query.



@ Audience insights

TE bl

1. In which areas would your company profit from information
retrieval? (Multiple Choice)

Customer support

Human resources and talent management

Review and feedback analysis

Supplier evaluation

News aggregation

Document discovery

Financial market analysis
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Credits

©

chatgpt.com

Wandbot

github.com/wandb/wandbot

GraphRAG

https://microsoft.github.io/graphrag/

[—=1] Onepoint

) TechTalk

Extended mind transformers

github.com/normal-computing/extended-mind-transformers

LangChain

langchain-ai.github.io/langgraph/tutorials/rag/langegraph agentic rag
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Thank you for joining

Please feel free to contact Gil Fernandes if you
have any feedback about the session.

Email at techtalk@onepointltd.com

Connect on LinkedIn www.linkedin.com/in/gil-palma-fernandes

Find Gil's Reflections on Al at medium.com/@gil.fernandes

F_| Onepoint
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=l Onepoint :
r Fruit
@ Te C hTa | k 3. How to turn the spotlight on

Dark Data with Gen Al

Leaves

6. Al agents

/. Ensemble of agents

8. Building complex simulations
9. Building LLMs based systems

Session 6

Al agents

Branches
Tuesday, 21 January 2025 | 11:00 UK | 12:00 CEST ; AV
S & . complex interactions
> 5. RAG, GraphRAG

Our awesome speaker and beyond

Gil Fernandes

Al Solutions Engineer Trunk

Onepoint 2. Direct interactions

with LLMs

1. Fundamentals of LLMs



TechTalk

Missed previous webinars?

( Di) Watch the replays at onepointltd.com/techtalk

Recent webinars

Unleashing the power of How to turn the Al and Master Data
Large Language Models Spotlight on Dark Management:

. A synergy for success
Part 2 - Workflows and Data with Gen Al
complex interactions

Our awesome speakers

Allan Schweitz

Director of Technology - Services



https://www.onepointltd.com/techtalk

Onepoint is a boutique,
values-driven, business-
oriented technology
consultancy.

We architect, prototype, build, and
manage data and Al powered
solutions. We partner with global
clients looking for high-impact,
enterprise-grade advice and IT
services to realise their most critical
digital transformations.

London | Manchester | Pune

Onepoint

Your trusted companions for the digital journey”™

onepointltd.com

hello@onepointltd.com

in ¥ )

Hub

SME : ] " e
Climate ) —\23 2023

‘ Accredited

REGIONAL WINNER

© Copyright 2024. Onepoint Consulting Ltd is a company registered in England.
Company registration number 5516457. VAT registration number GB866120039.
ISO27001 certified. Certified in the UK as an ethnic minority-owned business.


https://www.onepointltd.com/
mailto:hello@onepointltd.com
https://vimeo.com/user109238727
https://www.youtube.com/channel/UCWm_EAK6oi5wcyADyNJgpoQ
https://www.linkedin.com/company/one-point-consulting-limited/
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